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Overview: Bring together large volumes of diverse data

Data integrating enterprise system

Insight into big data reveals three very significant challenges: Simulation

= Variety: managing complex data, including storage and
retrieval, from multiple regional and non-regional data
indices, types and schemas

-
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= Velocity: distributing live data streams and large volume Wl TR

data movement quickly and efficiently

= Volume: analyzing large-volume data (from terabytes to Observation
exabytes) in-place for big data analytics

Community invests in:

= Accessing Global Information: Accessing climate data and
content information from everywhere via the web,
sensors, and applications in an integrated and federated
environment

Reanalysis

= Flexible Infrastructure: Flexible automated
administration, easy-to-use analytics, and virtualization
at every level

= Scalable Framework: Big data analytics in a scalable
environment with efficient parallelism, workload-
optimization, and real-time streaming process




Predictive analysis of complex systems

Collection and data
management

» Sensors
- Data models ‘ _
Pattern discovery

* Transport/comm - Descriptive statistics
- Storage and « Graph I:malytics
provenance i i
* Machine learning
- Signal and image
processing
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Critical complex systems

Data-intensive computing

 Architectures — persistent
data to streams

* Programming environments

« Human-computer interface

—~—— -

IPENRRRK ARG TSI

=2
P l \ Predictive models

- Statistical prediction-
classification-anomaly
Decisions and control detection

Design optimization ’ - Steering discrete-event/
Policy making continuous simulations
(Humans)




Example Project: The CMIP experiment design

CMIP5: 62 models available from 25 centers

CMIP = Coupled Model Intercomparison Project
» Phase 1: Idealized simulations of present-day climate ( ~1 Gigabyte (GB))
* Phase 2: Idealized simulations of future climate changes (~500 GB: CMIP2/CMIP1=500)
Phase 3: More realistic simulations (2004 - present) (~35 Terabytes (TB): CMIP3/CMIP2 = 70)

CMIP 5 multi-model archive expected to include (3.5 Petabytes (PB) CMIP5/CMIP3 = 100):

e 3 suites of experiments kilobyte (kB) 103
e 25modeling centers in 19 countries megabyte (MB) 106
e 60+ models gigabyte (GB)  10°
* Total data, ~3.5 PB terabyte (TB) 1012
 Replica1-2PB petabyte (PB) 1015
e Derived data ~1 PB exabyte (EB) 1018
Global distribution zettabyte (ZB) 102!
Timeline fixed by IPCC (2012 - 2013) yottabyte (YB) 1024

The community organizes, manages and distributes the CMIP/IPCC (Intergovernmental
Panel on Climate Change) database of climate model output
CMIP6 (350 PB - 3 EB ?)




CMIP3 (IPCC AR4) download rates in gigabytes per day
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Data challenge of CMIP3 archive vs. CMIP5 archive

CMIP5 Modeling Centers volume (TB)

BCC China 51
CMIP3 Modeling Centers volume (GB)
CCCma Canada 51
BCCR Norway 862
CMCC Europe (lItaly) 158
CCCma Canada 2,071
CNRM France 71
CNRM France 999 -
CSIRO Australia 81
CSIRO Australia 2,088
EC-EARTH Europe 97
GFDL USA 3,843 (Netherland)
GISS USA 1,097 GCESS China 24
IAP China 2,868 INM Russia 30
INGV Italy 1,472 IPSL France 121
INMCM3 Russia 368 LASG China 100
IPSL France 998 MIROC Japan 350
MIROC3 Japan 3,975 MOHC UK 195
MIUB Germany/Korea 477 MPI Germany 166
MPI Germany 2,700 MRI Japan 269
MRI Japan 1,025 NASA
CCsSM USA 9,173
UKMO UK 973 NCC 32
Totals 34,989 (TB) NCEP USA 26
Archive size' 35 B NIMR/KMA Korea 14
NOAA GFDL USA 158

Totals 3,108 (PB)

Archive size:
currently: 1.4 PB
total: 3.1 PB by 2013

CMIP5/CMIP3 = 102

Focus on the U.S.
climate model simulation
output.




Projected DOE/NSF CESM output

year
2000
2001
2002
2003
2004
2005
2006
2007
2008
2009
2010
2011
2012
2013
2014
2015
2016
2017
2018
2019
2020
2021
2022
2023
2024
2025
2026
2027
2028
2029
2030

total (TB)
2
5
10
20
150
73
71
106
185
254
940
1,366
1,266
2,158
3,676
6,264
10,672
18,184
30,983
52,792
89,950
153,263
261,139
444,946
758,128
1,291,749
2,200,967
3,750,154
6,389,762
10,887,300
18,550,504

10 EB

1EB

100 PB

10 PB

1PB

100 ‘l\‘
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Cloud type approach for distributed data

Data Providers

¥Data Service ————

'Data Navigation

'Data Discovery

‘Data Integration

Data Access

‘Data Delivery
Data .
D(?\t?cgs;gs : 'Data Preparation

Stewardship) Network Provisioning

Security

Data (

. —> LTransfer Server
Decentralized Process N

‘Network Protocols

Centralized Access
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User Community




The Earth System Grid Federation (ESGF) distributed data
archival and retrieval system

= Distributed and federated
architecture

= Support discipline specific , ,
portals =N gl

= Support browser-based and J—_—— '
direct client access S

= Single Sign-on
= Automated script and GUIl-based
publication tools

= Full support for data
aggregations

* A collection of files, usually
ordered by simulation time,
that can be treated as a
single file for purposes of
data access, computation,
and visualization

= User notification service

e Users can choose to be
notified when a data set has
been modified

Scientist Desktop
Client

-
-
-
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Data quality control check operations end in digital object
identifiers (DOIs)

3-Layer Quality Assurance Concept

QC Level 1 at ESGF Data Nodes

e e
s s | woc J o R ] o J v Jovee] /-
(CMOR-2)

QC Level 2 at Primary Sites
ANU I DKRZ ” LLNL ” BADC I

QC Level 3 at PubAgency

4 —£
CIM Qc

DKRZ

Replicated CMIP5
data

Replicated CMIP5
data and metadata

Receives DOI
CMIPS replicated
data and metadata
in long-term archive
(IPCC DDC/WDCC)

Publishing data to an ESGF portal
performs QC Level 1 (QCL1) check
» QCL1 data are visible to users and
are indentified as QCL1 on the Ul
DKRZ (MPI) quality control code is run
on data to perform QC Level 2 (QCL2)
check
* QCL2 data are visible to users and
are indentified as QCL2 on the Ul
 Statistical quality control -
automatically identify data unusual
enough to need further inspection
Visual inspections are performed for
inconsistencies and metadata
correctness at QC Level 3 (QCL3) check
e QCL3 data are visible to users and
are indentified as QCL3 on the Ul
 Digital Object Identifiers (DOls) are
given to data sets that pass the
QCL3 check

10




ESGF data holdings (~2 PB)

Phases 3 and 5 of the Coupled Model Intercomparison Project (CMIP3 and CMIP5)
Coordiated Regional climate Downscaling Experiment (CORDEX)

Climate Science for a Sustainable Energy Future (CSSEF)

European Union Cloud Intercomparison, Process Study & Evaluation Project (EUCLIPSE)
Geo-engineering Model Intercomparison Project (GeoMIP)

Land-Use and Climate, Identification of robust impacts (LUCID)

Paleoclimate Modeling Intercomparison Project (PMIP)

Transpose-Atmospheric Model Intercomparison Project (TAMIP)

Clouds and Cryosphere (cloud-cryo)

Observational products more accessible for coupled model intercomparison (obs4MIPs)
Reanalysis for the coupled model intercomparison (ANA4MIPs)

Dynamical Core Model Intercomparison Project (DCMIP)

Community Climate System Model (CCSM)

Parallel Ocean Program (POP)

North American Regional Climate Change Assessment Program (NARCCAP)

Carbon Land Model Intercomparison Project (C-LAMP)

Atmospheric Infrared Sounder (AIS)

Microwave Limb Sounder (MLS)

1"




ESGF is more than CMIP: federated and integrated data from
multiple sources

| MPI/DKRZ )

a Institut 3
Pierre
Simon
Laplace

. IPSL

NATIONAL CENTRE FOR ATMOSPHERIC SCIENCE

More participants:

— "I
NSF/ NOAA/ Ireland Canada Norwa
NERSC NCAR GFDL

tAdditional participants could not be illustrated in this figure. 12




Example ESGF web portal

Je £scr poral

ESGF Portal

Je

o) @ esg-datanode jpl.nasa.gov/esgf-web-fe/

NASA

Home Search Tools

Earth System Grid Federation

NL Node &
« 8§ BADC Node &y
G BNU Node &

¢ | (B Google

5 Most Visited ~ 25 CSP Authenticati

Login

Jet Propulsion Laboratory
California Institute of Technology

NASA 0bs4MIPs

These NASA datasets are provided as part of an
of

BRING THE UNIVERSE TO YOU:

[ Quick Links
=

« Create Account
« MyProxylogon

« Expert Search (XML)

« Waet Script Generator

CORE
> [ Bookmarks ~

(e

©  swrem (%]

ESGF Portal

m—
) ESGF Poral

€« C  [] pemdi9.linl.gov/esgf-web-fe/live#

di9.linl.gov/ esgf-web-fe/

¢ | (8- Google

Q) #)

(5] Most Visited ~ 25 CSP Authenticat...

Sharepoint GS-C.

[ ResearchGate (" Getting Started £ NSF FastLane Ho...

> I3 Bookmarks -

Home

1

ESGF&

Earth System Grid Federation

Search Tools Login

t
Welcome to this ESGF P2P Node

Quick Search

Keyword:

CMCC Node &y

‘and model analysis communities. These are not

standard NASA They

« ESGF aggregated RSS feed &

KRZ Node &)
KRZ CMIPS Node &

may have been reprocessed, reformatted, or
created solely for comparisons with the CMIPS
model. Community feedback to improve and

Advanced Search (Category, Geospatial,
Temporal, and more)...

« BE NASA-GSFC Node &
 BE NASAJPL Node &y
B NCI Node &y

ERSC Node &
B2 ORNL Node &

CMDI Node i

validate the datasets for modeling usage is
appreciated.

AIRS Air Temperature
AIRS Specific Humidity

AMSR-E Sea Surface Temperature
AVISO Sea Surface Height
CERES TOA Outgoing Clear-Sky
Longwave Radiation

CERES TOA Outgoing Longwave
Radiation

CERES TOA Incident Shortwave
Radiation

CERES TOA Oulgoing Clear-Sky
Shortwave Radiation

CERES TOA Outgoing Shortwave
Radiation

MLS Specific Humidity

MLS Air Temnerature.

r Instructions
=

« ESGF Full User Guide

« Search Help

« Search Controlled Vocabulary
« Woet Scripts FAQ

« Woet Scripting

« Tutorial: Download Strategies
« Using Globus Online

« Subscribing to RSS Nofification

http://[pcmdi9.lInl.gov/

@ PeerNodes

5 ANL Node &
& BADC Node &
8 BNU Node &3

8NCI Node &
5 NERSC Node &
E= ORNL Node &
5 PCMDI Node 3

< @EscrUs

PCMDI

About esgf-pcmdi-9 | Resources
J

The PCMDI mission is to develop improved
methods and tools for the diagnosis and
intercomparison of general circulation models.

( he need
for innovative analysis of GCM climate simulations
s apparent, as increasingly more complex models

‘:Ei Quick Links
L]
+ Creat

« MyProxyLogon
« Expert Search (XML}

P « Waat
these simulations and relative to climate obser + ESGF aggregated RSS feed &
vations remain significant and poorly understood. + Contact ESGF

The nature and causes of these disagreements
must be accounted for in a systematic fashion in
order to confidently use GCMs for simulation of %i Instructions
putative global climate change. L]
+ ESGE Full User Guide
Search Help
« Search Controlled Vocabulary
« Waet Scripts FAQ
+ Waet Seripting
« Tutorial: Download Strategies
« Using Globus Online
« Subscribing to RSS Notification

soored brousers)
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N
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MAPS
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O Longitude-Time
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LINE PLOTS.
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SCATTER PLOTS
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Date:
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Apply analysis
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ESGF&

Earth System Grid Federation

Home Search

(x) project:CMIPS

Project
CMIPS (55061)

Institute

Model

Instrument

Experiment Family

Experiment

Time Frequency

Product

CMIP Table

>

0 ESGF Porual

€« € [3 pcmdid.linl.gov/esgf-web-fe/dashboard.jsp

Tools Login

B | [Gan]

Examples: temperature, *surface temperature", climate AND project: CMIP5 AND varisble:hus.
‘To download data: add datasets to your Data Car, then click on Expand or wget.

s
Voosbulary
#/Search All Sites (] Show Al Replicas (] Show All Versions.
<123..55065507>  displaying 1 to 10 of 55061 search resuits
Display [ 10 4| datasets per page
Add Al Displayed to Datacart  Remove Al Displayed from Datacart
‘ Results | Data Cart
ct=CMIP5, model=NCAR Community Earth System Model, version 1
time modeling ensemble=r1i1pt
Data Node: tds.ucar.edu
Version: 20120606
Funher options: Add To Cart Model Metadata
roject=CMIP5. model=NCAR Community Climate System Model, CCSM version 4.
P8.5, time modeling
rsion=_
Data Node: tds.ucar.edu
Version: 20120620
Description; CCSMA model ouput prepared for CMIPS RCPB.S
Further options: Add To Cart Mode! Metadata
@ ve| X

ESGF

Earth System Grid Federation

Home Search Tools

Peer Group: esgf-prod

Account

Dashboard Admin  Logot

Peer Group Maps

[tasty | rogamivos | nese e |

Y

Map data €2012 MapLink, Tok Atis.

Visible  Allas
& pemdittiinigov
pemaig inigov

Qe

tofa b M @

Hosts List [Reference date 08/24/2012 11:49]

HostName
198.128.245.161
196.128.245.159
136472309

. 14020831117
128558079
210.75.240.163
129104534
12024121139

Update XML CSV.

User: htps:/pomdi9.in goviesgtdpiopenidirootadmin

Displaying topics 1-8.0f29

Privacy Policy & Legal Notice | C




ESGF software system integrates data federation services

=  NetCDF Climate and Forecast (CF) Metadata

Convention
e (LibCF)
e Mosaic

=  Climate Model Output Rewriter 2 (CMOR-2)
= Regriders: GRIDSPEC, SCRIP, & ESMF
= Publishing
=  Search & Discovery
=  Replication and Transport
e GridFTP, OPeNDAP, DML, Globus Online, ftp,
BeSTMan (HPSS)
e Networks
= Data Reference Syntax (DRS)
=  Common Information Model (CIM)
= Quality Control
 QC Level 1, QC Level 2, QC Level 3, Digital
Object Identifiers (DOIs)
=  Websites and Web Portal Development
e Data, Metadata, Journal Publication Application
= Notifications, Monitoring, Metrics
= Security
=  Product Services
e Live Access Server, UV-CDAT

’élimate Data Federation
‘Governance) / Research Flow \
Synthesis
Evaluation
Analysis
Quantitative/Qualitative

Project Management

=
5]
=
©
o
c
©
5
o
T
@
<)
b
a

N >

—

' Federation

Security

Search

Data

Compute

Manager

Download

fanang

Publication, Access,

Tools, External
Customers, Interaction

Knowledge Management and Discovery

Research Papers
Science Validation

Knowledge Generation

S

Peer Node Science Discovery &
Information Exchange

"’Z\RM Federation

AT

=

)/

"/Reanalysis Federation N

N

B l ) ¢ Q |
'/CMIP Federation \D |
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Advanced analytics, informatics, and visualization for
scientists

= Analysis and visualization is a key aspect of scientific analysis and discovery
= Advanced interactive visualization is rarely used by scientists
= [nterfaces too complex, pickup too costly
= |nteractive climate visualization requires:
* Intuitive interfaces

« Seamless integration with high performance analysis workbenches
 Parallel streaming visualization pipelines

15




Background and introduction

http:/luv-cdat.org/

What is UV-CDAT:
U A seamless environment for open-source data analysis and visualization packages

. \
/ \ Workflow | UV-CDAT | . . UV-CDAT
ViSUS Builder GUI PHng
\
\ 4 N T ™\
Matlab [ )
v A CDAT Core
SRR t t \- )
Vislt/VTK  ~_ [\ 8 g \
S \\ o o
RV g DV3D/VTK
4N o VisTrails o )
R ,// gn ) X % »
. < ¥% | ParaView/VTK
EDEN ’ o J Provenance Storage i S ; \
Loosely Workflow ESMF/ESMP
. \ i/ A A
Qupled Integratlcy K Tightly Coupled Integraticy

What is UV-CD/AT purpose:
O Bring together robust tools for climate data processing
O Integration heterogeneous data sources (e.g., simulations, observation, re-analysis)
0 Local and remote data access and visualization
O Reproducibility

16




Interactive visualization and analysis

« Drag-and-drop variable and plots to create visualizations.
« Each plot has many user-friendly configuration options.

- Ao _ -3 €4:12 PM Maxwell, ...TL CORP] Q

_The Ultrascale Visualization Climate Data Analysis Tools - (UV-CDAT)
Variables (=X~}

Projects

D = M = [0

v @ Project 1*
] sheet 1 -

Drag and drop 2 variable(s) here

Plot: Contoured Volume Slicer

+ X 4 O S M

-- tmpu (20, 14, 181, 360)

Calculator (s>}

- Loaded plot Streamline Slicer, varnum = 2

Loaded Streamline Slicer version: 114
-~ Loaded plot Glyph Array Slicer, varnum = 2

Loaded Glyph Array Slicer version: 190
------ Loaded plot PV Contour Representation,
varnum = 1 ———--
Loaded PV Contour Representation version: 13
- Loaded plot PV Slice Representation, varnum =

1--
Loaded PV Slice Representation version: 17

—--——- Loaded plot Histogram, varnum = 1 ——-=—
Loaded Hi version: 28

Plots and Analyses 00 k-
DV3D
Contoured Volume Slicer
Data Point Cloud
Demo 1
Clyph Array Slicer
Glyph Volume Plot
Hovmoller Slicer
Hovmoller Volume
Scalar Plot
Streamline Slicer
Textured Volume IsoSurface
Vector Plot
Volume IsoSurface 2
Volume Rendering
Volume Slicer
Matplotlib
PVClimate
ves

Drag and drop a variable here

Drag and drop a plot type here

None None

getD: d isld

IO

Enter CDAT command and press Return

XxA2

-
HI

Plots and Analyses

17




DV3D in UV-CDAT GUI

« Tightly integrated into the UVCDAT GUI.
* Inherits the Vistrails workflow and provenance support.

000 The Ultrascale Visualization Climate Data i Tools - (UV-CDA

NeMe [J2 02 Doy Ry X EHP $ seamn $ X440/ -

v @ Project 1* | A B
v [ Sheet 1 01 vwnd (20, 14, 181, 360
2 untitled* @ A1 - -~ uwnd (20, 14, 181, 360)
% untitled* @ B2 S it = -- tmpu (20, 14, 181, 360)
% untitled* @ B1 ™ N . -- sphu (20, 14, 181, 360)
=2 untitled* @ A2 y N M.,
-
P Re 2 H o3 P
4 ’ e o Visualization Properties @ 0
4 S 4 = (v ‘ \ % P Configuration Commands: Options:
e |9 - % Slice Plane Opacity Help
‘.— ¥ ) Contour Density Show
B VR Transfer Function S¢  Reset
L : 3 Choose Colormap
v o Choose Texture Colorm
\ Isosurface Level Range
Colormap Scale
Plots and Analyses @ @ | e "4 Texture Colormap Scale
DV3D Animation ;Iarml?_humldwy_aﬁer_mosi UV y, :)AT
Contoured Volume Slicer = P v
on . (Colorman)
Data Point Cloud C .
Demo 1 Col A -
CGlyph Array Slicer Clolmany @
CGlyph Volume Plot A
Hovmoller Slicer Finvert  Ostereo
Hovmoller Volume
Scalar Plot @

Streamline Slicer
Textured Volume IsoSu...

Vector Plot Active Plots:
V;Tu:e IZoSurface W AL Volumeslicer m
Volume Rendering g :f‘,i/:::lr:e::::erer g
Volume Slicer : u 4
Matplotlib W B2: StreamlineCutPlane M
PVClimate
VCs

> ContourSlicerTes!
» & ContourSlicerTest
» & ContourSlicerTestl

» & ContouredSlicerTest 4
v

1)
Pacl nce v3d g
I
i

b

Inputs = Outputs ~ Annotatio... ||

»_2& DVID-demo-

® Y dataset
13 portData

CDMS_VolumeReader timestep
n

® Y variable
it 4
i 4

=)

Modules @ O

g 2

Q [ X
Basic Modules G

CDMS_VolumeReader

CLTools
Dialogs
HTTP
My SubWorkflows
PVClimate

Module Information m




Vector plots

Facilitates the visualization of 3D vector fields
Utilizes streamlines on slices, glyphs on slices, or glyph volumes

800 7] UV-CDAT - Spreadsheet - Untitled

_ail k‘/ H‘ ‘53 i Exporiy x A_'ﬂ :d B g Save Camera
A
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Interactive hyperwall visualization

Uses parallelism to address data complexity

UVCDAT runs on each display node (full-res 1-cell hyperwall display)
UVCDAT runs on control node (low-res 15-cell touchscreen display)
Control node interactions broadcast to all hyperwall nodes

20




Using UV-CDAT’s 2D and 3D Capabilities to Explore Explore
Time Series Data

Demo using DV3D to examine 2-
meter temperature from MERRA

reanalysis

e Use of a “3D Hovmoller” to explore
anomalies

e Basic attribution of extreme heat waves

e Use of 250 mb meridional wind anomaly
to identify stationary Rossby Waves

 |dentification of possible new planetary
wave

Demo of 3D slicer to examine
Hurricane Sandy (October 2012)

2003 European heat wave

21




Spatio-temporal pipeline: UV-CDAT use case 1

Use Case 1: High spatial resolution, high temporal resolution, image sequence production

Problem Solution
Large datasets exist with many timesteps and high Added capability within UV-CDAT ParaView to
temporal resolution. UV-CDAT must be capable of partition within time to allow for multiple timesteps to
handling these datasets. Existing tools do not be processed in parallel. Processors are divided into
support high temporal resolution well. “time compartments”, and each file is processed by a

time compartment.

Time Step

Processor

Image

22




Use Case 1 performance results: Mustang tests

Number of Number of Time Compartment | Time Compartment
Timesteps Processes (P) =P =8
(seconds) (seconds)
16 46.96 21.76
4 32 81.84 21.47
8 64 159.77 21.16
16 128 235.61 26.85
32 256 1,103.00 23.13
64 512 2,365.89 25.02
128 1024 8,128.92 (~2 hrs) 30.15
256 2048 28,862.55 (~8 hrs) 62.83

Measured on Mustang supercomputer, 8 cores per node
Each time step is 1.4 GB
Panasas parallel file system
Testing having all processors read each time step versus
having eight processors read each time step

23




Spatio-temporal pipeline: UV-CDAT use case 2

Use Case 2: High spatial resolution, high temporal resolution, time average

Problem Solution
Multiple timesteps need to be averaged together to Added capability within UVCDAT ParaView to take
produce a data product based on the results. multiple timesteps and compute various statistics

(average, min, max, standard deviation) using the
spatio-temporal pipeline.

Time Step

Processor

Reduction Operation

Image
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Use Case 2 performance results: Hopper tests

Time Compartment Total Time
Size (seconds)
1 145
2 278
12 93
48 151
96 244
240 525
480 1204

Measured on Hopper supercomputer

480 cores, 20 nodes

Analysis of Michael Wehner’s climate data

324 timesteps, total data size is 20 GB

Calculate yearly statistics from monthly data
Min, max, average, standard deviation

Lustre parallel file system

25




ESGF/UV-CDAT integrated with the hardware and network

O,

@

Users communicate
with ESGF front-end
servers via HTTP

Large data sets are
made available to users
directly from the
Climate Storage System
(CSS) via vsftp and
GridFTP

Through UV-CDAT,
ESGF will perform
analysis of raw data if
requested by users
through the front-end
servers to the analysis
(hadoop) cluster

Science
Border

GridFTP
®

Data
Transfer

GridFTP

(private) End Servers

ESGF @

Sim + Analytics
Cluster
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ESGF’s and UV-CDAT multiple collaborations

Geoscientifi

World Meteorological Organization Model Developmenj NYUp ()[}/l

Working together in weather, climate and water Discussion

‘RIDGE | @ @r/ﬁ - Los AIamoJ
Nm(ionallulwmmry NATIONAL LABORATOR
A | |
Arggnpq Pacific Northwest
| Institut . M . ‘l il“'
‘E Pierre
Q /mon ||||

Lap ace Centro Euro-Mediterraneo

A

-
D \Q~ peri Cambiamenti Climatici CSIRO
—

’- Created
¢ < . British Atmospheric " Weekly HelpDesk Queries | closed
[t e ce - Data Centre
"J ‘ LMY ERE | WY oonacenmaeromatmosenenc sciesce 16

| NATURAL ENVIRONMENT RESEARCH COUNCIL

14
12
g 10

v

o
b 8
[ | | | 6
4
2
0

2011-04-01
2011-05-01
2011-06-01
2011-08-01
2011-09-01

E 2011-07-01
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Climate Science for a Sustainable Energy

Integrated Conceptual View

Decision Points
D1 = Baseline Ensemble loop

D2 = Intelligent Ensembles loop .
D3 = Calibration and Validation loop Numerical Methods
Feedback = Start and Stop

UQ Ensembles

Y

UQ Ensemble Driver

(input parameters)

Earth Model Simulations :
R Testing of new methods New Model

Land Development
Ocean

Sli)mtl;t?:on ' New Model
- se . New Earth Observations Subcomponents

Surrogate Earth Model

Simulations

Atmosphere &
Land In-situ (ARM, Ameriflux, etc.) —_ -2
Ocean Mobil observing Platforms 5 g
b= ]
v
£ 8

o
2E|l 2
- T ¢ =
Observations @S v
Database 2 5 2
Q.
Testbed Assessment 8| &

Hypothesis based next step

Feedback
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High-level Conceptual View of CSSEF Test Bed Architecture

and Workflow
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Questions and discussion
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